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ABSTRACT-There are many approach of measuring the distance of the object the most commonly used approaches 

are LASER range finder, Ultrasonic measurement etc. These approaches provide good accuracy but it needs human 

assistance and many times it is not possible in application like industrial automation. By using the stereo vision 

approach for the distance measurement we can make it automatic and determine the object distance as well as object 

geometry. The model of stereo camera imaging is established using traditional camera calibration method. The 

internal and external distortion parameters of cameras are calculated and optimized. Then the suitable algorithm for 

matching the left and right image is developed to calculate the disparity on MATLAB. After that the desired object 

from the disparity map is extracted and the distance of the object is calculated using the epipolar- triangulation 

method. 
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I.STEREO VISION 

As we can observe in image from the single camera that all the point into the same projection line are same image point. In fig 

1.2.2(a) Both real points (P and Q) project into the same image point (p ≡q) This occurs for each point along the same line of sight 

and useful for creating optical illusion. With two (or more) cameras we can infer depth, by means of triangulation, if we are able 

to find corresponding (homologous) points in the two images shown in fig   

 

 

 
 

Fig 1 (a) single camera 

 

 

 
Fig 1 (b) stereo camera 

 

 

Binocular stereo vision determines the position of a point in space by finding the intersection of the two lines passing through the 

Centre of projection and the projection of the point in each image. The recovery of the 3D structure of a scene using two or more 

images of the scene, each acquired from a different view point in space. The images can be obtained by using multiple cameras 

or one moving camera. The term binocular vision is used when two cameras are employed. 

 

Modified approach 
Till now the object for which distance to be measured considered as fixed color. But now we will measure the distance of the 

object of any color or shape and size. The algorithm is modified as below. 
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Figure 5.1.1 Algorithm for general object 

 Initialize the stereo camera model 

 Capture the image pair with the both cameras at same time. 

 Select the region containing the object from the left image for which we want to measure distance. 

 Find the feature points of the selected region of the left image & whole right image. For this purpose many feature point 

detection methods like gradient based feature detection, Harris corner detection, SURF point detection etc.  

 Next step is to match the feature point from the left to right image. It can be done through the methods like SSD (Sum of 

squared differences), SAD (Sum of absolute differences) and Normalized cross-correlation. 

 Locate the same region in the right image. 

 Calculate the centroid of the located object in both left & right image. 

 Take subtraction of x coordinate of centroid in both images to calculate disparity. 

 Using triangulation measure the object distance.   

 

Experiment result for Harris detector 

Here object is placed at distance = 5.5 m 

 
Figure 5.3.3 Stereo image pair 

 
Figure 5.3.4 Cropped Selected Object               Figure 5.3.5 Feature points of object 

 
Figure 5.3.6 Feature points of the right image                    Figure 5.3.7 Feature points matching 

 

Left Camera Image Right Camera Image

Croped Object Image Object Image

Main Image left or right Camera Image Matched Points with Outliers
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Figure 5.3.8 Detected Object in right image     Figure 5.3.9 Measured Distance 

 

Experimental result for Surf detector 

Here object is placed at distance = 3.1 m    

          

Figure 5.4.4 Stereo image pair 

                                                        
Figure 5.4.5 Cropped Selected Object                     Figure 5.4.6 Feature points of object  

                            

  Figure 5.4.7 Feature points of the right image Figure 5.4.8 Matched feature points 

 

              

  Figure 5.4.9 Detected Object in right image      Figure 5.4.10 Result message box 

Detected Box

Left Camera Image Right Camera Image

Croped Object Image Object Image
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CONCLUSION 

 Through this I have measured distance for fixed coloured as well as general object. Construct the stereo camera 

model and obtain the necessary parameter for triangulation. 

 Study the relation between disparity & distance of object from the experimental observation. 
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